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Abstract 

Language models (e.g. character embeddings) are essential to succeed in NLP tasks. 
Especially when it comes to Part-of-Speech and Named Entity Recognition, sequence 
taggers result in more precise models when supported by adequate language models 
already. Since the advent of word2vec and large transformer-based language models (such 
as BERT [Devlin et al. 2019] or GPT-3 [Brown et al. 2020]) a variety of specialized and fine-
tuned language models is currently available. Despite the widespread use and the necessity 
when it comes to specific model training (e.g. for language entities with only sparse data), 
our understanding of the models themselves is limited at best. In order to strengthen our 
knowledge about language models and to start the process of reflecting them, we propose to 
analyze language models based on calculated vectors. In order to make language models 
also visually approachable we furthermore reduced dimension by applying PCA (t-SNE is 
also foreseen) to plot the results in three dimensions. Thus, we start to understand how 
embeddings are being constructed and what they tell us about the underlying (grammatical) 
system of a certain language. 

Through the use of current frameworks [Akbik et al. 2019] which embed tokens (“words”) as 
parts of sentences, semantic and grammatical context plays an important role. Based on 
these contexts, homographs can for example be compared, when visualized even physically. 
This leads us to new discussions and first very simple explanations of the inner functions of 
language models. As such models are currently implemented in tools (like search engines) 
and machines (like smartphones) that we use on a daily basis, we can expect to deal with 
other, even more complex questions very soon. 

First results based on a custom-made character language model for 14th-16th century 
German charters can be found online: https://nlp-hack-4.fdn-dev.iwi.unibe.ch/. 
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